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Design Feed Forward Neural Networks To Solve 
Control Problem In  Electric Power System 
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Abstract— The main aim of this paper is to use artificial neural networks to solve control problem in electric power system, since the 
neural networks are universal and effective means for the different control problems. The use of such method of the artificial intelligence 
allows solving the reactive power and voltage control problem with higher level of its reliability and quality. The solving of the reactive power 
and voltage control problem is to increase the electric network effectiveness. It allows to reduce the electric power losses, substation 
loading and to improve the electric power quality. In this paper, the main principles of such control is considered on the basis of the neural 
networks. 

Index Terms— Artificial neural networks, control problem, power factor, reactive power. 
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1 INTRODUCTION                                                                     
owadays, the necessity to automate the tasks of com-
plexes power systems operation and control has o be 
achieved with utmost accuracy and speed [1]. The needs 

for faster and automotives, which can be used online and in 
real time application is raised. The artificial neural networks 
(ANN) are an ideal choice, given the ability to cover the non-
linearity and its fast response time. Neural network consid-
ered to be the most promising area in artificial intelligence as 
it is based on human experiences and on link of the input and 
output sets, training concepts and a pattern recognition func-
tion. The ANN adopts various learning mechanisms and self-
organization. They have been successfully applied to prob-
lems in the fields of pattern recognition, image processing, 
data compression, forecasting, and optimization [2]. The ANN 
can be trained to generate the control parameters for minimiz-
ing the active power losses and determining reactive power to 
be injected in the system. The ANN allows not only solving 
multi complex mass problems in the electrical system, but also 
to adapt with continuous variation of conditions in real time 
[3]. There are many different neural network types that can be 
widely used in applied different cases [4]. On the other hand 
real power systems have thousands of variables at the system 
level. If all the measured variables are used as inputs to ANN, 
it results in large size of the network and hence larger training 
time. To make the ANN approach applicable for large scale 
power system problems, some dimensionality reduction is 
mandatory [5]. The problem of minimizing electric power 
losses in electrical networks is a major aspect of power sys-
tems research. There are many control methods used to im-
prove the performance of the electrical system, in order to ob-
tain the optimal mode of operation which satisfies the voltage 

quality and the reliability of the electrical system. The power 
losses are affected by means of the automatic voltage control 
for power transformers and control of the injected reactive 
power. On load tap changers and shunt capacitors where used 
to minimize the power losses and maintain voltage profile in 
the permissible values at the consumers terminals. As the 
loads of consumers of electrical power system are variable 
with time, obtaining the optimal operation mode could be re-
alized by controlling the means of regulating devices. 

2   ARTIFICIAL NEURAL NETWORK 
      Artificial neural network is a simplified mathematical 
model of the human brain. It can be implemented by both 
electric elements and  computer software. It is a parallel dis-
tributed processor with large numbers of connections, it is an 
information processing system that has certain performance 
characters in common with biological neural networks [6]. 
      The arriving signals, called inputs, multiplied by the con-
nection weights (adjusted) are first summed (combined) and 
then passed through a transfer function to produce the output 
for that neuron. The activation (transfer) function acts on the 
weighted sum of the neuron’s inputs and the most commonly 
used transfer function is the sigmoid function (tansig.) [7], [8]. 
       There are two main connection formulas (types): feedback 
(recurrent) and feed forward connections. Feedback is one 
type of connection where the output of one layer routes back 
to the input of a previous layer, or to the same layer. Feed 
forward neural network (FFNN) does not have a connection 
back from the output to the input neurons [9]. 
       There are many different training algorithms, but the most 
often used training algorithm is the Delta rule or back propa-
gation (BP) rule. ANN is trained to map a set of input data by 
iterative adjustment of the weights. Information from inputs is 
fed forward through the network  to optimize the weights 
between neurons [10]. Optimization of the weights is made by 
backward propagation of the error during training phase. The 
ANN reads the input and output values in the training data 
set and changes the value of the weighted links to reduce the 

N 

———————————————— 

 
Luma. N. M. Tawfiq and  Manar. I. Ismail are from Department of Math-

ematics, College of Education for Pure Science - Ibn Al-Haitham, Baghdad 
University, Baghdad, Iraq. 

 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 5, Issue 4, April-2014                                                                                                      113 
ISSN 2229-5518   

IJSER © 2014 
http://www.ijser.org  

difference between the predicted and target (observed) values 
[11]. The error in prediction is minimized across many train-
ing cycles (iteration or epoch) until network reaches specified 
level of accuracy. A complete round of forward backward 
passes and weight adjustments using all input output pairs in 
the data set is called an epoch or iteration [12]. In order to per-
form a supervised training we need a way of evaluating the 
ANN output error between the actual and the expected out-
puts. A popular measure is the mean squared error (MSE) or 
root mean squared error (RMSE) [13]. 

3   PROBLEM FORMULATION 
At technical statement of the problem to reduce the losses, 

firstly, the electrical power systems can be improved the volt-
age drop by change the transformer tap setting, secondly, add 
electric power capacitor, i.e., control reactive power distribu-
tion. 

From the practical study, firstly, the power is moved with a 
certain voltage from one station to another, in the meantime 
gets voltage drop for many reasons, including the transmis-
sion of reactive power. A system under optimal power condi-
tions operates with a high power factor. The power factor of a 
system is composed of two elements, active power and appar-
ent power. Apparent power is the aggregate of active power 
and reactive power. Figure (1) illustrate the relations between 
apparent (S), active (P) and reactive power (q) at a certain 
power factor (cos φ) of the load. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Relations between apparent, active and reactive power 
 
         If the voltage drop, due to VARS transmission is con-

sidered then, the voltage at the end of the line can be ex-
pressed as equation (1) [14], [15]: 

 
 
 

 
 

(1) 
 

 
This voltage Vend will be corrected when entering the trans-

former. The basic transformer is shown in Figure (2). 
 

 
 

Figure 2: The basic transformer 

 
An alternating voltage source is connected to one of the 

coils. This coil in which electrical energy is fed with the help of 
source is called primary winding. The other winding is con-
nected to the load. The electrical energy which is transformed 
to this winding is drawn out to the load. This winding is 
called secondary winding. The primary winding has N1 num-
ber of turns while the secondary has N2 number of turns see 
Figure (3). 

The secondary voltage depends on the number of turns in 
primary and secondary winding. The ratio of primary wind-
ing to secondary winding which is equal to ratio of inter volt-
age to outer voltage and known as voltage transformation ra-
tio denoted as K [14]: 

 
  

 
Figure 3: The primary and secondary winding 

 
The transformer is provided with a taps in order to adjust 

the voltage ratio of the transformer. These taps are provided 
along the winding with connections to a tap-changing device 
that makes the physical change in the in-service tap. The tap 
changing device is usually placed on the primary winding to 
minimize the current to be switched and can be “off-circuit “ 
or “on-load” type.               

         The tap changer is provided with an equivalent range 
of  ± 10 % of reference voltage (VR) of primary winding in 16 
or 32 steps,16 step tap changer provides 1.25% voltage change 
in each step called "magnitude of the additional voltage per 
tap step  D". Thus D=0.0125Vr , when the primary voltage is 
low, the tap changer reduces correspondingly the number of 
primary turns in other word moves up to the next tap to main-
tain the voltage ratio. Similarly, when the primary voltage is 
high, the tap changer increases correspondingly the number of 
primary turns in other word moves to the previous tap to 
maintain the voltage ratio. 

 To know the number of taps to move we have to know the 
rated tap setting (Kr) and the difference between Vend and Vr. 

 

 
      Since, M must be integer, then   
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     So that the actual tap  n  expressed as:                       

 
 

 One primary dilemma with reactive power is that a suffi-
cient quantity of it is needed to provide the loads, but having 
too much reactive power flowing around in the network caus-
es undesirable voltage drops as previously shown. The normal 
answer to this dilemma is to provide reactive power sources 
exactly at the location where the reactive power is consumed. 
Thus reducing the amount of the reactive power generated 
and transmitted from the main generators.  

         Among the benefits that reduce the current transferred 
and saving in the active power, we can calculate the current 
passing in the line and losses in active power (respectively) by 
[16]: 

 
I = S / V                        (5) 

 
and 

 
∆P = IP

2 
PR                       (6) 

 
Where,  ∆P  is saved power and R is the resistance of the 

line. 

4 ILLUSTRATION OF THE DESIGN FEED FORWARD 
NEURAL NETWORK 

In this section, we describe how can control the reactive power 
and voltage using ANN, i.e., design FFNN for regulation reac-
tive power and voltage level according to a daily substation 
loading. In this section the FFNN is employed to regulate the 
reactive power of capacitor bank and voltage depending on 
substation loading. The first suggested network consist of two 
subnet. The first subnet includes three layers: the input layer, 
the output layer and one hidden layer. The neurons in the in-
put layer receive the initial information - value of substation 
demand reactive power (q) and active power (p), that is, have 
two input nodes. The neurons in the output layer give out the 
resultant value of power factor (pf), apparent power (S) and 
the voltage at the end of the line (VRendR ), that is, have three 
output nodes. There are nine hidden neurons with tan-
sigmoid transfer function (tansig.) illustrated in Figure (4). 
Firstly, we implement the training where the data given from 
the generator, that is, input p and q which send with determi-
nant voltage to the other direction of the line and occur 
through transforming decreasing in the voltage at the end we 
get VRendR, then the tap improve this VRendR which represent S 
generated in the station. Then send S and VRendR (output of first 
subnet) as the input of the second subnet, that is, the second 
subnet consist three layers: the input layer, the output layer 
and one hidden layer. The neurons in the input layer receive 
the initial information from the first subnet (S and VRendR ), that 
is, have two input nodes. The neurons in the output layer give 
out the resultant value of current (I) and saved power (∆P), 
that is, have two output nodes. There are nine hidden neurons 

with tansig. transfer function illustrated in Figure (4) and the 
results give in Table (1), and illustrated in Figure (6). Now, if 
the value of pf  near to 1, i.e., pf ϵ [0.97, 1], 
then this mean that, most exploitage to the S, but if the value 
of pf is less than or equal to the 0.95, this mean that is priming 
q from two source: generator and static var capacitor (S.V.C), 
to decrease the current pass in the line, then decrease S and ∆P 
with stability voltage relatively. In this case we suggest FFNN 
consist two subnet, the first subnet consist three layers: the 
input layer have three input nodes P, q, and installed reactive 
power (QRkR), the output layer have three output nodes pf, S 
and VRendR and one hidden layer. There are eleven hidden neu-
rons with tansig. transfer function. The second subnet consist 
also three layers: the neurons in the input layer receive the 
initial information from the first subnet (S and VRendR ), that is, 
have two input nodes. The neurons in the output layer give 
out the resultant value of current (I) and saved power (∆P: is 
the quantity of power which we saving), that is, have two out-
put nodes. There are nine hidden neurons with tansig. transfer 
function illustrated in Figure (5). After the suggest FFNN has 
been trained and checked up, it can be applied to control the 
reactive power with voltage and the results gave in Table (2) 
and Figure (7). 
         Now, we can compute the current reduction (∆I:is the 
quantity of current which we saving current (I) with or with-
out QRkR ), which equal to the difference between IR Rcomputed 
without QRk Rand I computed with QRkR, i.e.,( IRwithout Qk R– IRwith Qk R 
).  
 

 
Figure 4: The structure of the first suggested network 
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Figure 5: The structure of the second suggested network 
 

 
Figure 6: The relation between active & apparent power    

………………with &without Qk 

 
Table 1: The results of the 1st subnet for PF, S and Vend 

 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 5, Issue 4, April-2014                                                                                                      116 
ISSN 2229-5518   

IJSER © 2014 
http://www.ijser.org  

  
 
 
 
 

        From Table (1) and (2), we see that: 
• Effect of Qk on improving pf  and Vend; 
• Decrease the value of product S with the same value of p 

for the consumer; 
• Decrease quantity of current which pass through the lines 

then decrease its loss; 
• More stability inter transformer which increase the re-

maining. 
 

  
   Figure 7: The relation between active power & power factor  
                    with &without Qk 
 

 
Table 2: The results of the 2P

nd
P subnet for I, ∆I and ∆P 
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5    CONCLUSIONS  
The ANNs are universal and effective means for the differ-

ent control problems, the use of such method of the artificial 
intelligence allows solving the reactive power and voltage 
control problem with higher level of its reliability and quality. 
Also, solving the reactive power and voltage control problem 
by using ANN assist to increase the electric network effective-
ness. It allows to reduce the electric power losses, substation 
loading and to improve the electric power quality. 

           Using FFNN to control the processing of reactive 
power demand by calculating the apparent power, the voltag-
es at the end of the line, the current passing in the line and pf, 
these calculations in the case of processing reactive power 
from the generator only or in the case from the generator and 
SVC when the pf is weak. We found that reducing reactive 
power transmitted in the line from the generator lead to a re-
duction in the current passing in the line and in the apparent 
power required to be generated and less voltage drop at the 
end of the line, thus reduce the losses in transmission. So that 
the consumer gets it needs with the amount of generating less 
within a stable system voltages. 
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